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ABSTRACT 
We receive many recommendations of friends in online social 
networks such as Facebook and LinkedIn.  These friend 
recommendations are based usually on common friends or similar 
profile such as having the same interest or coming from the same 
company, a trait known as homophily.  However, many times 
people do not know why they should add this friend.  Should I add 
this friend because we met from a conference and if so, what 
conference?  Existing friend recommendation systems cannot 
answer this question easily.  In this paper, we create a friend 
recommendation system using proximity and homophily, that we 
conduct in the workplace and conference. Besides common 
friends and common interests (homophily features), we also 
include encounters and meetings (proximity features) and 
messages sent and question and answer posts (social interaction 
features) as reasons for adding this person as a friend. We conduct 
a user study to examine whether our friend recommendation is 
better than common friends.  Results show that on average, our 
algorithm recommends more friends to participants that they add 
and more recommendations are ranked as good, compared with 
the common friend algorithm. In addition, people add friends due 
to having encountered them before in real life. The results can be 
used to help design context-aware recommendations in physical 
environments and in online social networks.   

Categories and Subject Descriptors 
H.5.3 [Information Interfaces and Presentation]: Group and 
Organizational Interfaces – Computer supported cooperative 
work; H.3.3 [Information Search and Retrieval] - Information 
filtering  

General Terms 
Algorithms, Measurement, Experimentation, Human Factors. 

Keywords 
Proximity, encounters, homophily, friend recommendations 

 

1. INTRODUCTION 
In online social networks such as Facebook, we always receive 
notifications of people that we may know that we should add as 
friends.  These friend recommendations are mostly based on 
common friends that you and the recommended friend have in 
common, similar profile (such as working in the same company or 
went to the same school or having similar interests) and shared 
content. We have a tendency to add friends who are similar to us, 
a principle known as homophily [27]. However, very often there 
are some recommended friends whom we do not know why they 
have been recommended.  The problem exists in that current 
recommendation systems do not record the physical context that 
you may have had with other recommended people. 
We need to create a system and platform for recording physical 
context and social interactions in the real world, which can be 
used as additional reasons for why we should add this 
recommended person as our “friend”.    In our previous work [9, 
38], we created this system for recording proximity encounters 
and meetings in indoor environments such as a workplace and a 
conference.  In [36], we found that more interactions in physical 
context result in a higher possibility in friendship formation.  In 
our work, we use the term “friend” to refer to a contact that the 
user has explicitly established a connection with, either online, 
offline or both.  
In this paper, we describe our friend recommendation algorithm 
used in our system that uses proximity (specifically encounters 
and meetings as the physical context) and homophily in an indoor 
environment where people meet each other such as a workplace or 
conference.  We hypothesize that the quality of friend 
recommendations based on physical context will be better than 
those based on common friends.  To demonstrate if this is true, we 
perform a user study between these two friend recommendation 
algorithms. 
Results show that our friend recommendation algorithm in the 
workplace recommends more friends to participants that they add 
(50% compared to 38% for common friends), more 
recommendations are ranked as good (44% compared to 32% for 
common friends), and more have previous acquaintance with 
these recommendations (69% vs. 59% for common friends), 
compared with the common friend algorithm.  For the conference, 
we ask users through a survey before the conference why they add 
friends and also during the conference with our conference 
application when they add friends.  We discover that the top 2 
reasons for adding friends from both the survey and our 
conference application are the same, which are that they know 
each other in real life and have encountered before.  This  
validates that friend recommendations based on encounters and 
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meetings are useful and helps in the decision to add new friends or 
contacts.  
Our contributions are the following.  First, we build a friend 
recommendation system that is based on proximity using indoor 
physical context and homophily captured in real time. Second, we 
conduct a friend recommendation study where we not only 
examine the quality of the recommendations based on the 
accepted recommendations, but also ask questions related to 
acquaintance of the recommended individual and reasons for 
accepting this friend, therefore making it more clear on who users 
want to be friends with and why they have the preferences.  
The rest of the paper is divided as follows.  Section 2 describes 
related work on proximity and homophily in relation to friend 
recommendations, and Section 3 discusses about our system for 
friend recommendations and the features we use for proximity and 
homophily.  Section 4 explains about our interface for friend 
recommendations in the workplace and the conference, followed 
by the details of the friend recommendation algorithm.  We 
conduct a user study of friend recommendations in Section 5 and 
illustrate our results.  Finally, Section 6 concludes the paper and 
discusses areas for future work. 
   

2. RELATED WORK 
Most of us have used friend recommendations in social 
networking sites such as Facebook or LinkedIn, to increase our 
social circle [33].  In this section, we examine the state-of-the-art 
in friend recommendations which can be based on homophily and 
proximity. 

2.1 Recommendations Based on Homophily 
Current friend recommendation systems in Facebook and 
LinkedIn [29] known as “People You May Know”, are mainly 
based on common friends and similar profile characteristics such 
as being in the same network or same company [20].  This 
tendency to connect with similar people such as similar 
characteristics, interests and beliefs is called homophily [27], and 
has been validated to contribute to the usual preferential ties [27, 
28]. However, the problem is that the system may still recommend 
people whom the user does not know so she will not add them as a 
friend. Being able to recommend more known people is important 
to improve the quality of the recommendations [7]. Shared content 
and interactions such as co-authored papers, patents, and 
comments in an enterprise system [17], is one way for finding 
similar like-minded people.  Guy et al [19] examine nine diverse 
information sources from three categories (people, things and 
places) to define user similarity, with which people form ties 
guided by the homophily principle. Even strangers can be used to 
recommend people whom you do not know but would be 
beneficial for you to know [20].  Providing the reasons for why 
you should add a specific person as a friend [22, 35] (lacking in 
existing friend recommendations) and providing recommendation 
feedback [18] can help people in this decision making process.       
Friend recommendations are usually ordered by friend 
recommendation score where weights are assigned to each feature 
in the recommendation algorithm [12]. However, recommendation 
systems ignore the physical interactions to associate how you may 
know that person [13, 24, 34]. Our work differs from the above in 
that we add physical context (e.g. encounters and meetings) and 
social interactions (e.g. messages, and question and answer posts) 
in addition to similar profile (e.g. common interests) and common 
friends.   

2.2 Recommendations Based on Proximity 
Previous works [16, 17, 19] show that the more social network 
information and sources integrated, the closer the returning people 
are to the ideal friend list. Thus, proximity may be utilized to 
recommend similar-minded people [10, 11, 31]. Cranshaw [11] 
shows how physical location can be used to recommend friends in 
online social networks that are nearby, which has been 
implemented in applications such as SONAR [32] and Ban.jo. 
Froehlich et al [14] show that there is a positive correlation 
between physical place preference and visiting frequency and visit 
time.  Backstrom et al [3] uses self-reported address data from 
Facebook users and their network ties to measure the relationship 
between geography and friendship, finding that Facebook users’ 
probability of friendship is roughly inversely proportional to their 
distance at medium to long-range scale, while in shorter distance 
scale, the probability is less sensitive to the distance. 
Physical location context can be captured from positioning 
systems such as GPS, WiFi or RFID [25] and have been added in 
collaborative filtering-based recommendation algorithms [37].  
However, many location-based systems use co-location when 
recommending friends, which only shows that two people are in 
the same location at the same time, but does not capture the 
dynamic movement of people.  We encounter many people every 
day and the people that we encounter and meet could present 
opportunities to make new social connections [30]. Encounter 
duration and frequency can be used to infer friendship using 
Bluetooth [13, 31], RFID [4, 23] and WiFi [36], and has been 
used in commercial applications such as Aka-Aki [1].  Encounters 
can also be used to introduce people and infer one's social 
network like Serendipity [2].     
In our work, priority weight is given to physical proximity when 
recommending the potential friends, since the people nearby that 
you may see and listen to, may be talking with you.  Physical 
context in our work is not absolute location like GPS or RFID 
location coordinates, but rather semantic where we use encounter 
as the combination of two types of physical context (location and 
time) to represent mobility interaction.  We also include social 
context which include the social interactions (messages and 
question and answer posts) between users in our friend 
recommendations, similar to Lo and Lin [26] where they use 
weighted minimum message ratio to determine friends, and Chin 
and Wang [8] who uses social network analysis on the 
conversation graph extracted from message interactions.          

3. SYSTEM FOR SUPPORTING FRIEND 
RECOMMENDATIONS 
From previous work, we build our system for supporting friend 
recommendations based on proximity and homophily.    

3.1 Recording Proximity 
Like previous work, we use encounter as the concept for defining 
a probable proximity interaction.  We define an encounter if the 
distance between two people is within the encounter distance 
threshold ᇞD and their distance lasts for at least the encounter 
duration threshold ᇞT before they move away and are beyond the 
encounter distance threshold.  From the individual’s position, we 
calculate the distance between any two individuals on the same 
floor at the same time.    We then create an encounter graph 
Gen(V, E)  where V is the set of nodes (vi | 1< i < N), N is the 
number of nodes and E is the set of edges (eij | 1<i<N, 1<j<N, 
L�M) and  



• node vi designates user i, node vj is user j and the edge eij is a 
link when two users (vi and vj) encounter each other,  
• edge eij has a timestamp attribute to define when the encounter 
happens called Ten start(eij) and when the encounter ends called Ten 

stop(eij), and 
• edge eij is built only if the encounter distance Den (eij) is less than 
the encounter distance threshold ᇞD and the encounter duration 
ᇞTen (eij) =   T en stop(eij) - T en start(eij) is larger than ᇞT (the time 
duration threshold that is defined to be an encounter) 

 
The collection of all the encounters forms the encounter network.   
Note that the encounter is defined as a pairwise proximity 
interaction between two users where the speed of the users is less 
than the normal walking speed (considered to be 1.5 m/s [5]) 
because they likely stop to talk to each other.  If the walking speed 
of the users is greater than the normal walking speed, we say that 
the users passby each other and record that.  However, since the 
positioning accuracy can be off (5 meters for WiFi based on our 
experience) and we do not know if the encounter is a face-to-face 
encounter since we do not record orientation (e.g. two people may 
be back-to-back), the encounter may not be a true encounter.  We 
assume that these encounters could be possible encounters, that is, 
there is a high probability that an encounter may have occurred.  
If you physically encounter a particular person more and have 
longer encounter duration, common encounters may increase the 
probability that you will add this person as a friend.  The reason 
why is because there is an attractive force of similarity between 
the both of you, the similarities being that both of you are at the 
same place at the same time doing the same activity.  In our 
system, we define the encounter distance threshold ᇞD as 4 
metres since Hall defines this as a proxemic interaction [21] and 
the encounter duration threshold ᇞT is 5 minutes because 
intuitively if you meet with someone for an activity (like a chat), 
it will last at least a couple of minutes [39].      
 

3.2 Recording Homophily  
Our system is designed to allow people to find and connect with 
each other in indoor environments such as a workplace [38] or at a 
conference [39].  However, what are the underlying common 
factors or similar features that people take into consideration for 
adding others as friends?  One source of homophily for adding 
friends, as mentioned earlier in the previous section, is common 
friends between you and another person.  We tend to meet others 
who are friends of our friends from meetings and social events, so 
it is natural for us to want to be friends of our friends.   
 
A second source of homophily is common interests where we like 
to be friends with others who have similar interests to us, again 
also used in friend recommendations.  We also meet with people 
during meetings and sessions, where we exchange business cards 
for future contact, thus common meetings or common sessions is a 
third source of homophily which can be used as a reason for why 
people add others as friends, and this part is new which does not 
exist in state-of-the-art friend recommendations.  Finally, besides 
physical interactions, social interactions may form a reason for 
adding others as friends (as explained in the previous section), 
thus we also record messages sent and question and answer posts 
between two people.   
      

4. FRIEND RECOMMENDATIONS 
As mentioned earlier, the problem with friend recommendations is 
that they do not capture the offline physical context as reasons for 
adding this person as a friend.  In this section, we explain how we 
combine proximity and homophily in order to create friend 
recommendations.  Our friend recommendation system is 
designed to be used where people come together not for social 
engagement, but through a shared interest, common goal or work 
environment.  For example, many times we meet new friends 
from events where we have common interests.  We explain the 
user interface that we use for the workplace and conference for 
displaying the reasons for adding an individual as a friend, 
followed by the friend recommendation algorithm used to rank the 
list of potential friends.   

4.1 Interface 
4.1.1 Workplace 
In the workplace, people have problems trying to find and book an 
empty meeting room for conducting meetings, and finding people.  
When people meet with each other in meetings, they usually 
exchange business cards and begin to establish a professional 
relationship.  However, sometimes people forget to bring their 
business cards, and thus they do not recall who they have met, 
where and when.   We design an application to solve these 
problems, by recording the position of people in the workplace, 
whether they attended the meeting and with whom, and people 
they have encountered throughout the day [38].  By doing so, we 
can provide physical reasons for why a person should add this 
person as a “friend”.   
Figure 1 on the next page shows the friend recommendation 
interface in the workplace, which is displayed when the user 
selects the recommended friend from the recommendations list. It 
shows the number of stars for rating this person compared to 
others, the person’s profile, the activities of the user (e.g. the 
meetings that the user has had), the reasons for adding this person 
as a friend, followed by the option to add this person as a friend, 
similar to Guy et al [20].  The star rating comes from ranking the 
scores of our friend recommendation algorithm and converting it 
into the number of stars.  We include the recommended friend’s 
profile and activities in order to provide additional information to 
the user, that can help the user to decide whether to add her as a 
friend.   
The reasons for adding this person as a friend include the number 
of common interests (along with what those common interests 
are), number of common friends (along with who they are), 
number of meetings together (along with what those meetings 
are), number of encounters (as well as the details of the last 
encounter) and number of passbys (as well as the details of the 
last passby).  We also include the total number of interests, 
friends, and meetings for reference purposes.  In addition, we also 
add the communication media used between you and the 
recommended friend because online social interactions are 
important as well as offline social interactions (from meetings and 
encounters) for forming the communication basis as to why you 
may know this person.  For the online social interactions in our 
system, we use the number of messages sent to the recommended 
friend and number of answers that the recommended friend 
replies to a question that the user sends, since in our system, users 
can send a question to a group of people which we call mobile 
Q&A.     



Figure1. Recommendation interface from our workplace 

application.

4.1.2 Conference
In an academic conference, people decide which sessions and 
papers they wish to attend, and meet and connect with people that 
have similar research interests as them.  However, the problem is 
which sessions to go to and who are the people that they should 
meet?  We design a conference application that solves this 
problem using proximity and homophily that revolves around the 
conference schedule [9].  We incorporate a friend 
recommendation system for suggesting contacts to add and to 
connect with, based on this.  Figure 2 shows the list of friend 
recommendations from our conference application [9].  By 
selecting any of the people in the list, the person’s profile is 
displayed along with all the things that the user and this person 
have in common.  Note that this inferface is different than the 
workplace because we want to make it easier for users to use, so 
that even if other people are not recommended, the user can still 
see what they have in common with that person and then decide 
whether to add that person as a friend.  For the list of common 
things that the user and the other person have in common, we 
show the number of encounters (along with the details of the last 
encounter), number of common sessions attended (along with the 
details of the sessions attended), number of common contacts
(along with the names of the contacts), and the number of 
common interests (along with the list of the interests). 

4.2 Friend Recommendation Algorithm

The list of recommended people comes from our friend 
recommendation algorithm where we recommend individuals who 
are ranked in the top 10. The features that we use for our 
recommendation algorithm are the ones explained earlier in 
Section 3.2 and we explain how we calculate them below.  
Common interests (ci): In the user’s profile of our application, 
users can specify their interests from a pre-defined list and if user 
A and user B have the same interest then user B may likely be a 
recommended friend for user A.  This is similar to the SONAR 
algorithm of Guy et al [19].

             (a)                               (b)                                (c)

Figure 2. Recommendation interface from the conference 

application where (a) shows the place where to select the 

recommendations, (b) shows the list of recommended people and 

(c) shows the things in common between the user and the selected 

person (only shown is encounters, sessions attended and contacts, 

interests are not shown).

Common friends (cf): We use the common friends algorithm 
which is used in popular social networking sites such as Facebook 
and LinkedIn’s “People You May Know” feature, where if user A
and user B both have the same friend, then user B can likely be a 
recommended friend for user A.
Common meetings (cm): These are the meetings that users attend 
together. Two users have common meetings together if they are 
meeting participants (in our workplace application), or if they are 
located in the same room at the same time during a session (in our 
conference application).  
Encounters (e): If user A and user B encounter each other several 
times a day and for several days, then user B may likely be a 
recommended friend for user A, due to the frequent encounters.
Passby (p): If user A and user B pass by each other several times a 
day and for several days, then user B may likely be a 
recommended friend.  Passby differs from encounters in that in a 
passby, users approach each other from opposite directions and 
meet for a very short period of time (less than the encounter
duration threshold) before passing each other and going in 
opposite directions.  
Mobile Q&A (qa): User A can send a question to a group of 
people and if any one of those people is online, they can answer 
that question. If user B answers several questions from user A,
then user B may likely be a recommended friend for user A 
because of the previous social interactions. We only have this 
feature in the workplace application.        
Messages (m): Users can send a message to another user.  If user 
B sends several messages to user A, then user B may likely be a 
recommended friend for user A. We only have this feature in the 
workplace application.  
From all these features, we compute our friend recommendation 
algorithm below which is a weighted feature algorithm where 
each feature f above has an associated weight wf that is 
customized based on the importance of each feature to the friend 
recommendation.
We then define a weight vector wi for each feature f:
wi = {wci, wcf, wcm, we, wp, wqa, wm | wci + wcf + wcm +               (1)         
        we + wp + wqa + wm = 1, 0 < wf < 1}



for each user Ui that our recommendation algorithm will 
recommend potential friends to user U.   
Next, we define the relevance vector Ri for each feature f: 
Ri = {Rci, Rcf, Rcm, Re, Rp, Rqa, Rm }                        (2) 
for user Ui’s relevance to user U in each feature f, where user Ui is 
not in the friend list of user U.  Relevance Rf is measured by the 
Jaccard similarity of that feature f between Ui and U as 

௙ܴ = ே೑(௎೔ת௎)
ே೑(௎೔׫௎) = ே೑(௎೔ת௎)

ே೑(௎೔)ା ே೑(௎)ି ே೑(௎೔ת௎)                 (3)                           

where Nf refers to the frequency usage or appearance count for 
that feature. However, other similarity measurements such as 
Pearson’s Coefficient and Cosine Similarity, can be used to define 
the relevance between Ui and U in each feature space. 
We define the recommended score FRi for recommended friend Ui 
to user U as: 
FRi = wi • Ri = {wci, wcf, wcm, we, wp, wqa, wm } •                         (4)  
                         {Rci, Rcf, Rcm, Re, Rp , Rqa, Rm } 
From ranking the scores, we then recommend the top 10 
recommended friends to the user.   
Let us illustrate an example for calculating the friend 
recommendation score from Figure 1. For determining the score 
for ext-chaofei.fan (Ui), let us assume that number of interests 
௜ܰ( ௜ܷ) = 12, number of friends ௙ܰ( ௜ܷ)  = 10, number of meetings 

ܰ௠௘௘௧( ௜ܷ)  = 30, and number of messages sent ܰ௠( ௜ܷ)  = 50.  
From Figure 1, then ௖ܰ௜( ௜ܷ ת ܷ)= 7, ௖ܰ௙( ௜ܷ ת ܷ) = 5, ௖ܰ௠( ௜ܷ ת
ܷ) = 7, ܰ௠( ௜ܷ ת ܷ) = 5, ௜ܰ(ܷ) = 10, ௙ܰ(ܷ) = 47, 
ܰ௠௘௘௧(ܷ) = 46, and ܰ௠(ܷ) = 156.  Each wi has equal weight in 
our algorithm, therefore wf = 1/7.  From the above, then Rci = 
7/15, Rcf = 5/52, Rcm = 7/69, Re = 0, Rp = 0, Rqa = 0, Rm = 5/201.  
The friend recommendation score for ext-chaofei.fan is  

௜ܴܨ = 1
7 כ

7
15 + 1

7 כ
5

52 + 1
7 כ

7
69 + 1

7 כ
5

201 = 0.098 

The recommendation star rating of 2 stars shown in Figure 1 is 
assigned relative in score to the rest of the other 9 highest friend 
recommendation scores.   
Our main objective here is to determine from a user perspective 
whether friend recommendations based on physical context (e.g. 
encounters and meetings) are better than friend recommendations 
based on common friends (which is commonly used in online 
social networks). To test this hypothesis, we conduct a friend 
recommendation user study in the office using our system and we 
present this in the next section below.    

5. FRIEND RECOMMENDATION STUDY 
To test our friend recommendation algorithm, we conduct two 
user studies.  The first study tests our friend recommendation 
algorithm with the common friend recommendation algorithm in 
the workplace.  The second study examines the reasons why users 
add others as friends before an event and during the event, where 
the event is a conference. 

5.1 User Study in the Workplace 
We recruit 10 employees in the office who are active users of our 
system and use our application frequently for booking meetings 
and have many position updates in the system, 8 of these are male 
and 2 are female.  The study takes 1 hour to complete and 

participants are asked to perform two tasks on a phone.   The first 
task is to evaluate up to 10 friend recommendations based on 
common friends, whereas the second task is to evaluate up to 10 
friend recommendations based on our friend recommendation 
algorithm where we use only physical context (encounters and 
meetings) because we do not want other features other than 
encounters and meetings to affect the recommendation feedback 
from the participants, so as not to skew our results.  We call our 
algorithm EncounterMeet.  Therefore in Equation 4, we use equal 
weights where wm = we = 0.5 and wci, wcf, wqa , wp and wm are all 
0.  We rank each friend recommendation with a score and present 
the rank to the user with the number of recommendation stars. For 
each friend recommendation in each task, subjects are shown the 
profile of the suggested friend and their activities (e.g. meetings 
they attended), as well as the reasons for adding the suggested 
friend as shown in Figure 1.  Subjects are asked if the 
recommended person is a person that they know (in real life, in 
online social networks, or in their phonebook) and whether the 
recommendation is good, followed by the option of adding that 
person as a friend.  Table I shows the results from the friend 
recommendation study and demonstrates that our friend 
recommendation algorithm EncounterMeet performs better, since 
the percentage of recommendations in each category is higher 
than the common friend recommendation algorithm.   

TABLE I.  RESULTS FROM FRIEND RECOMMENDATION STUDY IN THE 
WORKPLACE. 

 Common friend EncounterMeet 

# of total recommendations 81 83 

Average # of recommendations 
presented per user 8.1 8.3 

% of good recommendations 32.1 44.6 
% of recommended persons 
already known 
 

24.7 37.3 

% of recommended persons 
known in real life 59.4 69 

% of recommended persons in 
phonebook 9.8 13.3 

% of recommended persons in 
SNS 14.8 16.9 

% of recommendations 
accepted 38.3 50.1 

  
For the common friend algorithm, 45.5% of the users provide 
reasons for why the suggested friend is a good or bad 
recommendation.  Some of the good reasons are: “I know him 
from my friend”, “We met in a meeting before”, I may have been 
at a dinner evening where she was present”, “She’s my neighbor 
and colleague on the same floor”, and “We are in the same 
group”.  The reasons specified indicate that similar profile, social 
relationships, co-location and physical proximity are factors in 
providing good recommendations.  For our friend 
recommendation algorithm, 32.6% of the users provide reasons 
for why the suggested friend is a good or bad recommendation.  
Some of the good reasons are: “I am more interested in knowing 
what type of encounters, and even common interests”, “I know 
he's from the MSN team, which is a team I work with a lot”, “my 
interactions with X shows the actual amount of time. This is 



important because X is already my friend and I trust his 
judgment.”  We can see that the reasons here are due to previous 
meetings, same group, and common content.  Therefore, we can 
clearly see that physical encounters and meetings are important in 
addition to common friends and similar content and profile, in 
recommending friends.  
For the common friend recommendation task, a strong majority 
(88%) of the people mentioned that why the recommended friend 
was not good was because they simply did not know that person.  
In particular, comments such as “I have no idea why this person is 
recommended to me? What are the common interests?” and “I
have no idea who she is. And there is very little info in her 
profile.” were common responses.  For our friend 
recommendation algorithm EncounterMeet, 46.7% of the people 
mentioned that the recommended friend was not good because 
they also did not know that person.  Some of the reasons for not 
recommending the friend include: “It should be a better 
recommendation. I know X already and enjoy interacting with 
him, but the system doesn't know that”, “interaction distance is 
too long. Actual interaction time very short. Don't know why 
recommended”, “I know her already, and often interact with her 
but she doesn't have a high recommendation.” This means that in 
order to make recommendations more acceptable, the system still 
needs to record the social interactions, activity and social context 
as the evidence for recommendations.  
We also see that from the accepted friend recommendations in 
Figure 3, our algorithm provided a higher percentage of good 
recommendations than the common friends algorithm (81% vs. 
72%) and a greater percentage of accepted recommendations are 
known in real life (69% vs. 59%).  Both algorithms provided an 
equal percentage of accepted recommendations that are known in 
SNS (social network service such as Facebook) and are in the 
user’s phonebook. From Figure 3, a large majority of accepted 
friend recommendations are due to knowing the recommended 
person in real life (not unexpected), followed by an almost equal 
percentage known in SNS and in the user’s phonebook.  

Figure 3. Percent of accepted friend recommendations based 

on acquaintance for common friends and EncounterMeet 

recommendation algorithms.

By looking at the percentage of recommended friends that the user 
knows, we see that for the most part, good recommendations as 
rated by the user, are accepted as friends.  A high majority of 
recommended friends that are known in real life and in a user’s 
phonebook are accepted and added as friends, and the percentage 
is nearly the same for each friend recommendation algorithm.

Therefore, acquaintance does affect whether a user will add this 
recommended friend, with real connections (contacts in 
phonebook and known in real life) providing the strong incentive, 
and is regardless of the type of friend recommendation algorithm.    

5.2 User Study in the Conference

In this user study, we examine why people add others as friends in 
a conference environment, by using a survey before the 
conference and using our conference application (using 
encounters and meetings) during the conference, in order to 
determine if encounters and meetings impacts the selection 
process for adding friends.  For the survey, we gather 29 people
and ask them to select the reasons why they add others as friends 
using the criteria in Table II.  For the conference application, 
using the same criteria, we also ask participants to select the 
reasons for adding a contact when they add contacts in our 
conference application (we gather a total of 571 contact 
relationships), to evaluate the responses.  All the results are
summarized in Table II. 

TABLE II. REASONS FOR ADDING FRIENDS/CONTACTS FROM SURVEY
BEFORE CONFERENCE AND FROM OUR APPLICATION AT THE CONFERENCE

From the table, we can see that the top 2 reasons for adding 
friends/contacts from both the survey and our conference 
application are the same, which are that they know each other in 
real life and have encountered before.  This validates that friend 
recommendations based on encounters and meetings are useful 
and helps in the decision to add new friends or contacts. We also 
discover that having common contacts is an important reason for 
adding a person as a friend/contact as well as having common 
research interests, validating the homophily principle and social 
influence theory of 3 degrees of separation [6].  However, three 
interesting results emerge.  First, common sessions that a user and 
another person have attended before, do not affect that user from 
adding that person as a friend in an online social network, 
however it becomes a factor during the conference when you can 
add that person as a friend/contact directly with our conference 
application.  Second, to our surprise, knowing a person online 
does not have much of an effect on adding that person as a 
friend/contact in the online social network or the conference
social network.  Third, another surprise is that people that are in a 

Reason for 

adding 

friends/contacts

Survey Our 

conference 

application

Rank 

(survey)

Rank (Our 

conference 

application)

Encountered 
before

59% 37% 2 2

Common 
contacts

48% 12% 3 5

Common 
research 
interests

24% 35% 5 3

Common 
sessions 
attended

7% 24% 7 4

Know each 
other in real life

69% 39% 1 1

Know each 
other online

34% 9% 4 6

Added each 
other as phone 

contact

21% 4% 6 7



user’s phonebook are not the primary reasons for adding them as 
friends/contacts in online social networks or in our application.  
Perhaps the explanation for this is because contacts in a 
phonebook can be considered as strong ties and online social 
networks are mainly used for weak ties as evidenced by previous 
researchers [15], and also due to privacy concerns.  Phonebook 
contacts are private and personal and many users do not want to 
share them online with others, therefore users do not want to cross 
the offline/online social networking boundary.     
In summary, our friend recommendation algorithm used in the 
workplace is better than the common friend recommendation 
algorithm, and people primarily add others as friends due to 
having met them before at an event or encountering them. Thus, 
proximity and homophily are reasons why people usually add 
others as friends.     

6. CONCLUSIONS 
In this paper, we present a novel friend recommendation 
algorithm, interface and system that uses proximity and 
homophily that is designed for indoor environments.  The 
recommendation uses encounters, passbys and meetings for 
proximity; common interests and common friends for homophily; 
and messages sent and question and answer posts for social 
interaction.  We test our friend recommendation algorithm in the 
workplace and conference where we present users with a friend 
recommendation interface that shows the reasons why they should 
add the other person as a friend.   Our hypothesis is correct in that 
the quality of friend recommendations based on physical context 
is better than those based on common friends.   
Results show that our friend recommendation algorithm in the 
workplace recommends more friends to participants that they add, 
more recommendations are ranked as good, and more have 
previous acquaintance with these recommendations, compared 
with the common friend algorithm.  For the conference, we 
discover that the top 2 reasons for adding friends/contacts are that 
they know each other in real life and have encountered before.  
This validates that friend recommendations based on encounters 
and meetings are useful and helps in the decision to add new 
friends or contacts.  
One of the limitations of our work is that the sample size for the 
recommendation study is small, so for future work we would like 
to repeat the recommendation study with a larger population. In 
addition, the weights that we use for our friend recommendation 
algorithm are the same.  For future work, we plan to modify the 
recommendation algorithm so that it learns from the user’s past 
history of recommendations and recommendation feedback, thus 
automatically adjusting the feature weights (e.g., meetings is more 
important for adding another person as a friend vs. common 
friends between you and the other person), as well as adding 
content-based features in order to provide personalized weighted 
features. To improve on the recording of proximity interactions, 
we suggest using a peer-to-peer wireless technology such as peer-
to-peer RFID tags or NFC tags that users can carry and can touch 
another NFC tag to actually record a real proximity interaction, 
rather than a centralized server-based system which has the 
possibility for inaccurate proximity calculations.   
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